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Abstract: Synchronisation of a voice recording with the corresponding text is a common task in
speech and music processing, and is used in many practical applications (automatic subtitling,
audio indexing, etc.). A common approach derives a mid-level feature from the audio and finds its
alignment to the text by means of maximizing a similarity measure via Dynamic Time Warping (DTW).
Recently, a Connectionist Temporal Classification (CTC) approach was proposed that directly emits
character probabilities and uses those to find the optimal text-to-voice alignment. While this method
yields promising results, the memory complexity of the optimal alignment search remains quadratic
in input lengths, limiting its application to relatively short recordings. In this work, we describe how
recent improvements brought to the textbook DTW algorithm can be adapted to the CTC context
to achieve linear memory complexity. We then detail our overall solution and demonstrate that it
can align text to several hours of audio with a mean alignment error of 50 ms for speech, and 120 ms
for singing voice, which corresponds to a median alignment error that is below 50 ms for both voice
types. Finally, we evaluate its robustness to transcription errors and different languages.

Keywords: very long audio alignment; connectionist temporal classification; speech alignment;
singing alignment; linear memory requirements

1. Introduction

The text-to-voice alignment problem originated in the late 1970s. Historically, it
emerged in the speech recognition community from the need to automatically segment
and label voice recordings to build large corpora of paired audio and text. It has found
since then several other applications for the general public, e.g., text-based audio indexing,
automatic closed captioning, or karaoke. A wealth of different implementations have been
proposed over the last few decades to address this problem. However, they all follow the
same general two-step principle: (1) a timestamped encoding & of the audio voice recording,
and (2) a forced alignment .A mapping this timing information to the ground-truth text, as
depicted on Figure 1.

The sequence alignment problem is not unique to speech processing. Several research
communities were confronted with the same question and have rediscovered simultane-
ously and independently a similar algorithm to find the optimal correspondence between
two sequences and to estimate their homology, e.g., in telecommunications [1], bioinformat-
ics [2], or speech processing [3,4]. As this algorithm relies on dynamic programming (DP),
it was named Dynamic Time Warping (DTW) by the speech recognition community [5].
Besides text-to-voice synchronization, DTW usage then spread to numerous other applica-
tions involving audio sequence alignment, such as melody search [6], score following [7],
audio matching [8], beat tracking [9], or version identification [10], among many others.
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Figure 1. Audio-to-text forced alignment principle: timestamped encoding £ of audio inputs followed
by forced alignment A mapping timestamps to text.

The forced alignment step A of text-to-voice synchronization has therefore generally
relied on the original DTW algorithm or one of its variants. The encoding step £, on the
contrary, has been implemented with multiple approaches over the last decades. In the
1980s, pioneering works were limited to short utterance synchronization, extracting signal
processing-based parameters from the audio and using some domain knowledge-based
rules to force-align these parameters to the ground-truth phoneme sequence [11,12].

In the 1990s, the encoding step was leveraging the Automatic Speech Recognition
(ASR) systems available at that time. These ASR systems were generally relying on Hidden
Markov Models (HMMs) to model the sequential structure of the speech. The HMM emis-
sion probabilities were typically represented by mixtures of Gaussians (GMMs) modeling
some spectral observations derived from the audio, e.g., Mel-frequency cepstrum (MFC),
whereas the HMM hidden states represented the corresponding phoneme or grapheme
time series [13,14]. These HMM-based systems were further improved in the 2000s to
specifically address the need to synchronize very long audio recordings [15-22]. Their
usage was also recently extended to lyrics and singing voice synchronization [23].

The success of Deep Neural Networks (DNNs) in many other fields during the 2010s
motivated their progressive adoption in ASR systems. DNNSs were first introduced in
hybrid DNN-HMM architectures to address the limitations of GMMs in modeling high-
dimensional data [24]. DNNs were then implemented in end-to-end architectures to
replace HMMs and to overcome the limitations induced by HMM-underlying Markov
assumptions [25]. Along with their ability to model the long-term dependencies in speech,
DNN-based end-to-end systems also greatly simplified the processing pipeline of the earlier
HMM-based approaches, which required complex expert knowledge [26].

Given the proximity between voice recognition and voice alignment problems, the
success of DNN reported in the ASR literature motivated their usage for voice-to-text
synchronization. Early attempts in that direction considered the alignment task as a
frame-wise classification problem and aimed at predicting the correct symbol at each time
step [27,28]. However, the large amounts of paired audio and precisely time-aligned text
required to train these architectures are tedious to collect. Other approaches that could be
trained with more widespread data, such as paired audio and text without precise timing
information, were therefore investigated.

It was, for instance, recently proposed to consider the alignment task as an auxiliary
objective for the source separation problem and to learn the optimal alignment maximising
the separation quality [29,30]. It was also proposed to leverage recent advances made by
ASR systems based on Connectionist Temporal Classification (CTC). The CTC loss was
initially introduced to train Recurrent Neural Networks (RNNs) on unsegmented data [31]
and became ubiquitous in the speech recognition literature [32-37]. Given some audio
inputs, a CTC-based network is trained to output a posteriorgram which predicts at each
time frame the discrete probability distribution over a lexicon of labels, typically graphemes.
While the temporal information contained in the posteriorgram is usually dropped for
speech recognition as such, it can be decoded with a DTW-alike algorithm to obtain a
forced-alignment of the ground-truth text [38,39].
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The possibility offered by CTC-based architectures to transcribe the audio waveform
directly into graphemes in an end-to-end fashion renders this approach particularly appeal-
ing for text to spoken or singing voice synchronization. However, the CTC forced-alignment
step, similar to that of DTW, requires the computation of an alignment path that scales
quadratically in the sequence lengths, both in time and space. This rapidly becomes pro-
hibitive for long audio alignment, a common use case for modern research and consumer
applications. Many optimizations of the DTW algorithm have been proposed in the past to
reduce its complexity, generally at the cost of some approximations. Recently, however, an
exact reformulation of the DTW algorithm scaling linearly in memory was released [40].

In this work, we address the problem of text-to-voice alignment for very long audio
recordings, which is a growing need in the academic field, e.g., to automatically synchronize
large corpora of paired voice and text for downstream tasks, such as voice synthesis. Our
approach involves CTC-based modeling and an adaptation of the linear memory DTW
to the CTC context. It offers several advantages: our end-to-end architecture avoids the
complexity of legacy HMM-based solutions, and our linear memory CTC decoding avoids
the necessity to segment long audio into imprecise shorter chunks before synchronization.

Our contributions are: (1) we introduce an adaptation of the linear memory DTW
to to the CTC context for step A, extending the use of CTC-based algorithms for the
alignment of very long audio recordings; (2) we describe a CTC-based fully-convolutional
neural architecture agnostic to audio duration for step &; (3) we demonstrate that our
system is able to synchronize several hours of audio with the corresponding text, yielding
a mean absolute alignment error of 50 ms for speech and 120 ms for the singing voice,
which corresponds to a median alignment error that is below 50 ms for both voice types;
(4) we illustrate its robustness against deteriorated transcripts; (5) we demonstrate that,
albeit being trained solely on unsegmented audio and text in English, it achieves similar
performances for many other languages; (6) we compare it to the state-of-the art systems
and demonstrate that our simple end-to-end approach rivals much more complex systems
on publicly available datasets.

The rest of this paper is structured as follows. In Section 2, we briefly describe the
recent research that inspired our present work. In Section 3, we first provide a short
reminder of the textbook DTW algorithm and its linear memory reformulation, and then
describe how it can be adapted to a linear memory CTC forced-alignment algorithm. We
provide the details of our experiments and describe our results in Section 4. We conclude
with our future perspectives.

2. Related Works

In this section, we summarize the recent advances that inspired our present work, i.e.,
the use of a neural CTC acoustic model for the audio timestamped encoding step £, and an
optimized DTW for the alignment step A.

2.1. CTC-Based Modeling for the Encoding Step

In our applicative context, the timestamped encoding £ can be implemented as the
output of a CTC-trained neural network trained on audio directly, which represents the
per-frame character emission probabilities—referred to as posteriorgram.

To the best of our knowledge, Stoller et al. [38] were the first to exploit this strategy
when they explicitly leveraged the time dimension of CTC posteriorgrams to align the lyrics
and singing voice with background music. By extracting multi-scale representations from
raw audio samples with a Wav-U-Net architecture [41], trained on a 40k+ song proprietary
dataset, the authors proved the feasibility of aligning polyphonic music with an end-to-end
CTC acoustic prediction framework, and demonstrated the interest of this approach for
text-to-voice alignment in general. For instance, Kurzinger et al. [39] used a CTC-based
neural network originally trained for ASR purposes to segment, at the sentence level, a
large corpus of German speech recordings, and demonstrated that this approach clearly
outperformed HMM-based legacy methods in terms of alignment precision.
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In the same vein, and following the success of their CTC-based model in other
tasks [42,43], Vaglio et al. [44] demonstrated that a plain Convolutional Recurrent Neural
Network (CRNN) could also yield promising performances. Trained with the publicly
available data contained in DALI [45], the authors tackled the issue of voice alignment in a
multilingual context, even for language with almost no training data.

More recently, Teytaut et al. studied the impact of adding additional constraints to
the CTC in order to improve the accuracy of the posteriorgrams. By combining the CTC
loss with a spectral reconstruction cost in an encoder-decoder architecture [46], better
synchronization precision was achieved for clean recordings featuring solo speaking and a
singing voice. This precision at the phonetic level could be used to analyze the temporal
aspects involved in the production strategies of vocal attitudes in expressive speech [47,48].
Further works have proposed other types of regularizations enforcing audio-text monotony
and structural similarity [49], but did not specifically focus on long audio alignments, as
opposed to our present work.

2.2. Optimized DTW for the Alignment Step

When considering the alignment step .4, we note that a majority of the approaches
discussed so far rely on Dynamic Time Warping or one of its variants. We briefly introduce
the research dedicated to its optimization.

The textbook DTW algorithm to align two sequences a and b implies a pairwise
sequence element comparison (forward pass) and traces back the optimal alignment path
minimizing the total alignment cost (backward pass). The forward pass computing the
pairwise distance matrix has a quadratic complexity in O(|a||b|) in time and space , which
quickly becomes problematic for many use cases, such as a similar sequence search in large
corpora or long sequence alignment.

In the context of sequence indexing, a common solution to speed up the computation
of the DTW alignment cost was to seek for a cheap-to-compute lower bounding function to
prune unpromising candidates [50-52]. This approach proved its efficiency to mine trillions
of sequences [53], but discards the concept of the alignment path that is required to address
the alignment problem, per se.

A classical approach to speed up the computation of the alignment path—and not
only the alignment cost—is to avoid an exhaustive search among all possible paths, by
restricting the exploration within some boundaries, e.g., a band or a parallelogram around
the diagonal of the pairwise distance matrix [5,54]. This is generally an effective solution,
as extreme warping between sequences is often unlikely, but yields an incorrect result if the
actual alignment lies outside the explored area.

Several global adaptive constraints have thus been proposed to restrict the exploration
area, such as multi-scale alignments where an optimal path is found at a coarse level and is
gradually refined at increasingly accurate resolutions [55-57], or segment-level alignments
that serve to further refine frame-level alignments [58]. Further improvements have been
proposed with local adaptive constraints to restrict the exploration more precisely to the
vicinity of the optimal path, for instance by gradually expanding the current optimal
path via a local greedy search [59,60], or by searching and concatenating overlapping
block sub-alignments [61]. Early abandoning is another adaptive strategy used to prune
unpromising alignment paths when the alignment cost exceeds some threshold [62,63].
These constrained algorithms generally achieve a linear space complexity at the cost of
only providing an approximate solution.

On the contrary, Tralie and Dempsey [40] recently proposed a clever reformulation of
the textbook DTW that is both exact and has linear space complexity. In the next section,
we will detail this algorithm and explain how our own algorithm adapts these ideas to the
CTC context.
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3. Method

In this section, we first present a succinct reminder about the textbook DTW algorithm
and its linear memory version, which will serve as a basis for the rest of the paper. We then
present the Connectionist Temporal Classification (CTC) concepts that are important for
our purpose, and draw a parallel with the textbook DTW algorithm. We finally introduce
our contributions: (1) we describe a linear memory version of the CTC alignment algorithm
that can be used for the very long audio-text forced alignment step A, and (2) we describe
the neural network that we used for the encoding step £.

3.1. The Textbook DTW Alignment Algorithm

We present here a succinct reminder about the textbook DTW algorithm [3-5] to
introduce notations and concepts used throughout this paper.

3.1.1. Definitions

Let A and B denote two feature spaces, and let A* and B* denote the sets of all
sequences over A and B, respectively. Let x be a sequence, and let |x| denote its length, and
x[1 : n] be the subsequence containing its # first elements.

A notion of the correspondence between the ordered elements of two sequences
a € A" and b € B* can be depicted by a sequence 7 of the ordered tuples of a and b
indices:

7t = {7} where 1 = (i, ji) € {1,...,]a]} x {1,...,[b|]} Vke{1,...,|x|}

7t is called a pathway [2], a warping function [5], a warping or alignment path, or simply a
path if it also satisfies some additional constraints:

*  Boundaries: 7t starts and ends at the beginning and end of each sequence, i.e.,:
= (1,1) and 77 = (|al, [b]) ©)
*  Monotonicity: 7= does not go backward, i.e.:
ir_1 <igand jr_1 < ji Vke{1,..., ||} (2)

The Figure 2 illustrates these constraints:

b

(1,1)

(lal, [bl)
Figure 2. A monotonically evolving alignment path between two sequences a and b.

The transitions between successive points on path 7t are typically limited to a set of
permitted gaps. For instance, the textbook alignment algorithm imposes a maximum shift
of one element on both axis, i.e.,:

e — -1 € {(1,1),(1,0),(0,1)} 3)

The Figure 3 illustrates the textbook-permitted transitions.
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b indices

\4

a indices

v
Figure 3. Textbook DTW alignment path-permitted transitions

Let S : A x B — R denote a similarity measure between elements of A and B (the
textbook DTW uses a cost measure, but we use here a similarity measure to draw the parallel
with the CTC alignment below). Aligning the sequences a € A* and b € B* consists in
finding the path 7t* that maximises the sum of the similarity measures of its elements:

7" £argmax ) S(a;, bj) 4)
T (ij)er
A2 Y S(a;,b)) (5)
(ij)en

7" is called the optimal path, and A* is called the optimal alignment measure.

3.1.2. w* Computation via Dynamic Programming

Solving Equation (4) directly is usually intractable, as there are too many possible
paths between the two sequences. It is, however, possible to compute it indirectly, noticing
that the optimal similarity measure between two sequences can be obtained recursively,
considering the similarity measure between the two sequence prefixes.

As depicted on Figure 3, if the optimal path between two sequences passes through
the point (i, f), it necessarily passes through one of the points (i —1,j — 1), (i,j — 1), or
(i —1,). It is thus enough to know the optimal similarity measure on these 3 predecessors
to deduce the optimal similarity measure on the point (i, f).

Let «(i, j) denote the optimal alignment similarity between the prefix a[1 : i] and the
prefix b[1 : j], and assume thata(i —1,j — 1), a(i — 1,j), and a(i,j — 1) are already known.
Given the permitted path transitions depicted on Figure 3, it is straightforward to see that:

a(i—1,j—1)
a(i,j) = S(a;, bj) + maxq a(i,j— 1) V(i j)€{2,...,]a]} x{2,...,|b|} (6)
(X(i—l,j)

The initialisation step is given by:

{w, 1) = Ty S(ar, by)

e = T Sla V(i) € {1,...,1al} x {1,...,|b]} @)

The optimal global alignment similarity A* = «(|a|, |b|) can then be computed recur-
sively using Equations (6) and (7), accumulating at each step the similarity measure of the
best predecessor optimal path (forward pass). The optimal path 7t* can then be traced back
using the sequence of optimal transitions retained in the forward pass (backward pass).

The computation of the matrix & during the forward pass has a computational and
memory complexity that scales quadratically in O(|a||b|). This rapidly becomes problem-
atic for long sequences.
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3.2. Linear Memory DTW Algorithm

Tralie and Dempsey [40] proposed an algorithm to compute A* and 7* exactly, but
with a space complexity that scales in O(min(|a|, |b)). In this subsection, we summarize
the main ideas developed by Tralie and Dempsey that are important for our purpose, and
refer the interested reader to the original paper for the detailed description of the algorithm.

3.2.1. Principle

The algorithm proposed by Tralie and Dempsey is based on a divide-and-conquer
strategy. The idea is twofold: (1) search some points that belong to the optimal path without
computing the entire optimal path, as in the textbook DTW algorithm, and (2) search the optimal
path between these points, called pivots, using the textbook DTW algorithm. The memory
required to compute the optimal path between the pivots can be reduced to some desired
threshold by increasing the number of pivots P. The complete optimal path 7r* is then the
concatenation of the P + 1 optimal paths 77, between the P pivots, as depicted on Figure 4.

b

(lal; [of)
Figure 4. Computation of the optimal path between pivots with the textbook alignment algorithm.
The problem is thus reduced to a pivot search with linear memory requirements.

3.2.2. Pivot Search

Let K = |a] + |b| — 1 denote the number of diagonals with slope —1 of the # matrix
(more precisely, anti-diagonals, but we use the term diagonal interchangeably in this sense
for brevity). Let d® denote the values of the k" diagonal of the « matrix, as depicted in
Figure 5.

b indices

j-1 J

dk—2 dk—l dk

a indices

Figure 5. At least one point of the optimal path also lies on any pair of diagonals d* and d*~1.

Given the permitted transitions, it is straightforward to observe that we need two
diagonals to be sure that at least one point of these two diagonals also lies on the optimal
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path. Therefore, for a given k, there is at least one point on the pair of diagonals d¥ and
d“~ that also lies on the optimal path and that can be used as a pivot.

3.2.3. Pivot Search on d¥ and d¥1

The point on d¥ or d*~ with the maximal alignment measure only reflects the local
optimal alignment between the corresponding prefixes of sequences a and b, not between
the entire sequences a and b. This point is thus not necessarily on the optimal path.

Let ag and by denote the sequences a and b taken in the reversed order, and let ag (i, )
denote the alignment measure between the prefixes ag[1 : i] and bg[1 : j]. Tralie and
Dempsey demonstrated that the optimal alignment measure A* of Equation (5) can be
re-formulated as:

A" =a(i,j) +ar(lal =i+ 1 [b[ —j+1) = S(a, b)) V(i) en” ®)

In other terms, for any point (i, j) on the optimal path, the global optimal alignment measure
between a and b is equal to the alignment measure from (1,1) to this point (i, j), plus the
alignment measure in reversed order from (|a|, |b|) to this point (i, j), minus the similarity
measure at (i, j), otherwise counted twice.

For a given k, there is at least one point on the pair of diagonals d¥ or d¥~* that also
lies on the optimal path and that can be used as a pivot: it is the point (7, j)* maximised in
the right hand side of Equation (8), by definition of the optimal alignment measure:

(i,j)* = argmax (a(i,j) +agr(la| —i+1,[b] —j+1) — S(a;, bj) 9)
(i,j)edkUdk-1

To compute the right hand side of Equation (8), for all points belonging to d¥ and
dk’l, let dlﬁ denote the k" diagonal of the wg matrix. Importantly, note that the diagonal dk
(respecting d*~1) and dg_kﬂ (respecting dg_k“) overlap, as depicted on Figure 6. For
a given k, the computation of the diagonals d¥, d<~ in a forward direction, and dllg_kﬂ
and dX "2 in a backward direction is therefore enough to find the corresponding pivot.

(1,1) g1 gk

A \\ diagonals
diagonals N ‘
a forward A

’bivot backward
Kok+2 qK—k+1
dg dy

(al, [b)
Figure 6. Pivot search given dk, dk-1 dﬁfkﬂ, and d§7k+2.

3.2.4. Diagonal Computation with Linear Memory Complexity

Tralie and Dempsey proposed to compute dX recursively, noticing that Equation (6) can
be computed recursively diagonal-wise, instead of row- and column-wise. The permitted
transitions depicted on Figure 3 are demonstrated for the diagonal-wise computation on
Figure 5. It is straightforward to observe that d* can be computed knowing d*~! and d*—2.
The recurrence rule in Equation (6) can be rewritten as:

a(i—1,j—1)
a(i,j) = S(a;, bj) + maxq a(i,j — 1) V(i,j) € d¢,Vk € {3,...,K} (10)
a(i—1,j)
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The initialisation step becomes:

{dl = [S(ay,b1)] (11)
d, = [S(az, bl) +dq [0], S((Zl, bz) +d; [0”

The key idea is that once d¥ as been computed, only the values of d¥ and d<!
are needed to compute the next diagonal di 1, and d*~2 can be dropped. From an
implementation perspective, each diagonal memory buffer pointer is shifted circularly at
eachstep (dX2 «— d=1,d*~1 < d¥, d¥ < d¥~2). Only three diagonal memory buffers are
thus necessary to compute all diagonals. As a diagonal has a maximal length of min(|a|, |b]),
the linear memory requirement of this recursion scales linearly in O(min(|a|, |b])).

The same reasoning applies to compute dX recursively diagonal-wise.

3.3. The CTC Alignment Algorithm

The concept of the Connectionist Temporal Classification (CTC) was first developed by
Graves et al. [31] to train a neural network for the task of labelling unsegmented data. In
this subsection, we summarize the main ideas developed by Graves et al. that are important
for our purpose and we refer the interested reader to the original paper for the detailed
description of the CTC algorithm. We then describe how CTC and DTW are related.

3.3.1. Definitions

Let £ denote a finite alphabet of labels, and £* denote the set of label sequences,
called labellings. We also define L, = £ U {e}, where € is a blank label, and let £ denote
the set of sequences of labels and blanks, subsequently called the labelling extension or
simply extensions.

Let M : LI +— £=T denote the many-to-one function mapping different extensions
of length T to a single labelling of length < T by removing the successive duplicated
labels and blanks. For instance, the following different extensions are mapped to the
same labelling:

heeeelello

hheeeleloe S 2 hello
echelelooo

A connectionist temporal classifier (CTC) is a neural network whose input is a feature
sequence x, and whose output pisa | L¢| x T tensor, called a posteriorgram. The last layer is a
softmax layer applied on the first dimension; thus, each timeframe at instant ¢ is interpreted
as the probability mass function of the label discrete probability distribution over £L.. More
precisely, if we denote p(k, t|x), the output corresponding to the k*’* label at time ¢, p(k, t|x)
represents the probability of observing label k at time ¢, given the input sequence x.

A posteriorgram thus defines a distribution over the set of possible labelling extensions
of length T, as visualized on Figure 7. The conditional probability of a given labelling

extension b € L] is thus:
T

p(blx) = [ T p(br, tlx) (12)
t=1
The conditional probability of any labelling of 1 € £=7 is thus the sum of the probabil-
ity of all its corresponding extensions:

plx)= Y. p(blx) (13)

beM-1(1)

A CTC network is trained to find the most likely labelling 1* € £=T, maximising
Equation (13):
1" = argmax p(1|x) (14)
leL=T
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The objective function of Equation (13), called the CTC loss, is usually intractable in its
direct form, because a labelling has typically too many extensions. The idea proposed by
Graves et al. was to compute the probability in Equation (13) recursively, similarly to what
was conducted with the alignment measure of Equation (5).

Characters
Q@ T A —350TVO 0 AC<EXKNEM

o vooThnan

e
o
S

00:05 00:10 00:15
Time (mm:ss)

Figure 7. The posteriorgram of the first sentence of chapter 10 of “The problems of philosophy”, by B.
Russell. Audio publicly available on Librivox. See Section 4.2 for details.

Consider the first t — 1 labels in b. By definition of the extensions, there are different
possibilities for the next label, depending on whether the last one is blank or non-blank:

e Ifitis ablank label ¢, the next label can be € or the next non-blank label I;.
e Ifitis a non-blank label /;_1, the next label can either be the same label [;_1, the blank
label €, or the next label, g, if I;_1 # ;.

These permitted transitions are depicted in the Figure 8.

labelling extension b indices

»
»

labelling 1 indices

\4

Figure 8. CTC labelling-permitted extensions

The trick proposed by Graves et al. to account for transitions to and from € in Figure 8
was to consider a new sequence a obtained interleaving € between each label pair of 1, and
adding e at the beginning and the end. Consequently, |a| = 21| + 1, and if we let i denote
the index of a, i = 2s, as depicted in Figure 9.
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a(it) = {

labelling extension b indices

A
>

interleaved labelling a indices
-~
|
[

\ 4

Figure 9. CTC path-permitted transitions

3.3.2. p(1|x) Computation via Dynamic Programming

The reasoning is similar to that followed to obtain the recurrence equation, Equation (6).
As shown on Figure 9, if the optimal path between two sequences passes through the point
(i,t), it necessarily passes through one of the points (i —2,t —1), (i —1,t — 1), or (i,t — 1).
It is thus enough to know the probability of these 3 predecessor to deduce the probability
on the point (i, j).

Let a(i, ) denote the total probability to have the prefix a;.; corresponding to the prefix
by, and assume that a(i —2,t — 1), a(i — 1, — 1), and (i, t — 1) are already known. Given
the permitted path transitions depicted on Figure 9, it is straightforward to observe that:

(it —1)+a(i—1,t—1)|p(a;t) ifa; =eora; =a;_,
(i, t—1)+a(i—1,t—=1)+a(i—2,t —1)|p(a;, t) otherwise (15)
V(i t) e {3: 21| +1} x {2: T}

The initialisation step is given by:
(16)

Finally, an extension can terminate with € or the last label [ 1 thus, the probability
p(1x) is the sum of the total probability of a with or without the last e:

p(Ix) = a(la| =1, T) +a([al, T) (17)

In their seminal paper, Graves et al. introduced & to compute p(1]x), i.e., the CTC loss
of Equation (13), with the objective to differentiate it with respect to the network weight for
back-propagation training. For our present purpose, it is enough to compute «. We refer
the interested reader to the original paper for details about CTC loss differentiation.

3.3.3. CTC-Forced Alignment

The matrix & in Equation (15) is computed over all possible paths T € M~1(1),
because it is used to compute the CTC loss (see Equation (17) and Equation (13)). In the
CTC-forced alignment scenario, the labelling 1 is given, and we search for an optimal
m* € LI, maximising the probability p(1]x), as in the textbook DTW scenario.
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The Equation (15) is thus slightly modified, so that only the predecessor path with the
maximal probability is considered at each step, and becomes:

a(it—1)
a;, t ifa, =€cora;, =a;_
{0(1—1f—1) p(z ) i i i—2
a(it) = «

1
max{ a(i—1,t—1) p(a;t) otherwise (18)

114

(
(
(i,t—1)
(i
(i

i—2,t—1)
V(i t) e {3:2]1| +1} x {2: T}

The probability p(1|x) = a(Ja|] — 1, T) 4+ «(]a|, T) can then be computed recursively us-
ing Equations (16) and (18), accumulating at each step the probability of the most probable
predecessor path (forward pass). The optimal path 7* can then be traced back using the
sequence of optimal transitions retained in the forward pass (backward pass).

Similarly to the textbook DTW algorithm, the computation of the matrix « in a CTC
context given by Equation (18) during the forward pass has a computational and memory
complexity that scales quadratically in O(]al|b|), i.e., O(|]1|T).

3.4. Linear Memory CTC Alignment

In this subsection, we present our adaptation of the linear memory DTW algorithm
to the CTC context. The divide-and-conquer strategy remains the same: search for pivots
and compute the optimal path between pivots with the quadratic CTC-decoding algorithm.
Only the aspects related to the permitted transitions have to be adapted.

3.4.1. Pivot Search

The pivot search in a CTC context is directly adapted from the textbook DTW context,
taking into account the CTC permitted transitions depicted on Figure 8, and shown for the
diagonal-wise computation in Figure 10.

b indices

t—1 t

dk—ﬂ dk—2 dk—l dk

aindices

K—k+4 K—k+3 K—k+2 K—k+1
dR dR dR dR

Figure 10. At least one point of the optimal path also lies on any triplet of diagonals dk, gk-1 gk-2,

Given the permitted transitions, it is straightforward to observe that we need three
diagonals to be sure that at least one point of these three diagonals also lies on the optimal
path. Therefore, for a given k, there is at least one point on the triplet of diagonals dk, dk’l,
and d¥~2 that also lies on the optimal path and that can be used as a pivot.
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3.4.2. Pivot Search on d¥, d*~1, and d*—2

The same reasoning described for the DTW context applies to the CTC context. In
particular, the Equation (8) remains valid in a CTC context, replacing the similarity measure
with log-probability:

log p(1)x) = loga(i, t) +logagr(la] —i+1,T—t+1) —logp(i,t) V(i,j) e T (19)

For a given k, there is at least one point on the triplet of diagonals d¥, d*~, or dX~2 that
also lies on the optimal path and that can be used as pivot: it is the point (i, j)* maximising
Equation (19) on the right hand side, by definition of the optimal alignment measure:

(i,t)* = arg max loga(i,t) +logag(ja] —i+1,T—t+1)—logp(i,t)  (20)
(i,t)edkudk—1udk—2

For a given k, the computation of the diagonals d¥, d*~!, and d*~2 in a forward

direction, and of d%‘kﬂ, dg_k“, and dg_k% in a backward direction, is therefore enough

to find the corresponding pivot.

3.4.3. « and ag Computation Diagonal-Wise

Similarly to the textbook DTW case, the Equation (15) can be computed recursively
diagonal-wise, instead of row- and column-wise, and it is straightforward to observe from
Figure 10 that the values of d¥ can be directly computed given the values of d*~1, d¢~2,
and dk—3,

The recurrence rule in Equation (15) can be rewritten as:

a(i,t—1 .
max{a(i B 1,1‘)— 3 p(a;,t) ifa;=eora;=a; ,
w(i t) = it —1
(i,t) a(i t 1) . 1)
maxq a(i —1,t —1) p(a;t) otherwise
a(i—2,t—1)
V(i,t) € d¥,Vk € {4: K}
and the initialisation step Equation (16) becomes:
d' = [p(e,1)]
d? = [p(h, 1), p(e, 1)p(e,2)] (22)
d® = [0, max{d"[1],d*[2]}p(h,2), p(e, 1)p(e, 2)p(e,3)]

Similarly to the textbook DTW case, once d¥ has been computed, only the values
of d¥, d¥1, and d¥ 2 are needed to compute the next diagonal dxt1 and d% 3 can be
dropped. Using the memory bulffer circular shift already described, the requirement of this
recursion scales linearly in O(min(|a|, T). In the case of an audio to text alignment, there
are generally much less labels than posteriorgram frames, i.e., |a| << T). The memory
requirement of the algorithm therefore scales linearly in O(|a|), i.e., O(]1]).

The same reasoning applies to compute dX recursively diagonal-wise.

3.5. Neural Architecture

In this subsection, we describe the neural network trained with a CTC loss implement-
ing the encoding step &, depicted in Figure 1.

3.5.1. Inputs

The network takes as inputs normalized log-mel-spectrograms X € [0, 1]7*F*1 that
are derived from the audio. First, all audio data are resampled to 16 kHz and processed by
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computing a 1024-bin Fast Fourier Transform on successive 1024-long Hanning windows
shifted every 512 samples. Therefore, each of the T spectrogram frames has a duration of
32ms. The linear frequency scale is compressed into F = 128 Mel bins.

3.5.2. Architecture

Our model is depicted on Figure 11. It contains a succession of 8 convolutional
blocks. Each block contains 2 sub-blocks, composed of the following layers: batch nor-
malization, 2D-convolution with [3 x 3] kernels and same padding, batch normalization,
ReLU activation, and 20% dropout. No pooling is used. In each block, the first sub-block
convolution uses [1 x 1] stride, but the second one uses a [1 x 2] stride, hence halving
the number of bins on the frequency axis. Each block increases the number of filters
E € {16,32,64,128,256,512,1024,1024}. In total, the model has thus 16 convolutional
layers, but changes the number of frequency bins and channels every two layers only.

final feature map

log mel-spec

posteriorgram
Conv. Conv.

sub-block Sub-block
kernel 3x3 kernel 3x3
strides 1x1 strides 1x2

Tx1x|L

Convolutional Block (x8)
i

Convolutional sub-block

Tx1xE

Figure 11. Fully convolutional neural network generating posteriorgram from log-mel spectrograms.

Note that the global receptive field of the 16 convolutional layers is about 1 s. Therefore,
the model can be trained on audio excerpts with durations of several seconds (typically
between 10-20 s), but can be used in inference on several hours of audio thanks to its fully
convolutional architecture.

3.5.3. Output

The resulting feature map, which is an element of RT*!*E with E = 1024, is finally
turned into the posteriorgram P € [0,1]T*1*I£el thanks to a final batch normalization
and 2D-convolution. A softmax activation is applied to obtain the per-frame probability
distributions over the labels.

In this work, we considered an alignment at the word level, i.e., subsequences of
characters separated by the space symbol @. We therefore defined the alphabet of labels £
to include the characters [a-z] and the space symbol @. The start index of each word in the
posteriorgram is thus given by the index ¢ of the first non-space label directly following a
space label. The actual timestamp of each word can then easily be deduced knowing the
duration of each posteriorgram frame.

4. Experiments and Results

In this section, we present our experiments both for spoken and singing voice align-
ment. We first provide the model training details, then present the corpora that we built to
evaluate our system performances, and the standard metrics that we report [64]. We then
present our results on very long audio alignment tasks, and investigate the robustness of
the system against corrupted reference text corruption and multiple languages. We finally
compare our results to current state-of-the-art algorithms.
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4.1. Model Training

We conducted two series of experiments, one for speech and the other for singing
voice. We used the same model architecture, defined as Section 3.5, for both series.

4.1.1. Speech

We used the train-clean-100, train-clean-360, and train-other-500 sets of Lib-
rispeech (https://www.openslr.org/12 (accessed on 31 January 2023)) for training, and
the dev-clean set for evaluation. The model was trained during 50 epochs via a classical
CTC loss, Adam optimizer, initial learning rate of 1 x 10~ with 5 epochs of warm up,
and an exponential decay with a factor of 0.9 each time the loss did not decrease on the
evaluation set for 2 epochs after the warm up. We used a batch size of 32 x 4 on 4 GPUs
Tesla V100-SXM2-32GB. The training lasted roughly 16 h.

4.1.2. Singing voice

We used a 90-10 split of the DALI dataset (https://github.com/gabolsgabs/DALI
(accessed on 31 January 2023)) for training and evaluation. The model was trained during
200 epochs (with 512 steps per epoch) via the classical CTC loss, Adam optimizer, and
initial learning rate of 1 x 10~* that is reduced by a factor of 0.9 each time the loss did not
decrease on the evaluation set for 2 epochs. We used a batch size of 16 on 1 GPUs NVIDIA
GeForce GTW 1080 Ti with 12 MB. The training lasted roughly 10 h.

4.2. Reference Corpora

There is no publicly available corpora to assess the performances of systems addressing
the very long audio alignment task. Therefore, we assembled such corpora for the spoken
and singing voice, and released them publicly (https://ircam-anasynth.github.io/papers/
2023 /a-linear-memory-ctc-based-algorithm-for-text-to-voice-alignment-of-very-long-au
dio-recordings (accessed on 31 January 2023)). We encourage the community to use them.

4.2.1. Speech

For speech, we manually annotated the audio recording of a whole chapter of a
publicly available audiobook. We choose the chapter 10 of The Problems of Philosophy,
by B. Russell (https://librivox.org/the-problems-of-philosophy-by-bertrand-russell-2/
(accessed on 31 January 2023)). This audiobook does not belong to the Librispeech’s list
of books, and its reader does not belong to the Librispeech’s list of readers either (https:
/ /www.openslr.org/resources/12 /raw-metadata.tar.gz (accessed on 31 January 2023)).
The chapter 10 contains exactly 100 sentences and 2672 words, and the corresponding
audio has a duration of 21:05 (MM.:SS). The other chapters were kept for our experiments
(see below).

We first removed from the audio the Librivox preamble with the title and copyright
information. Then, we performed a first alignment of the audio with the available text with
our algorithm, which we used as a starting point to manually and precisely align each word
to the audio. During the alignment process, we corrected a few inconsistencies between the
recording and the transcription, so that text and audio match exactly. The alignment was
conducted by adjusting the markers for the start of each word. We used the spectrogram
representation to precisely align the start of the words with the corresponding onsets. In
the following, we will refer to this spoken voice reference corpus as “Chapter 10”.

4.2.2. Singing Voice

For singing, we leveraged the available annotations of the DALI dataset, in which all
of the alignments have already been annotated at the word level [45]. We selected 150 songs
that were not used during our model training, and we gathered a playlist containing 50
of these songs. We simply concatenated both the audio and the corresponding annotated
lyrics available in DALIL The playlist contains 18,094 words, and the corresponding audio
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has a duration of 2:50:24 (HH:MM:SS). The other 100 songs were kept for our experiments
(see below).
In the following, we will refer to this singing voice reference corpus as “Playlist 50”.

4.3. Evaluation Metrics

In order to evaluate the performances of our models, we compute several metrics
presented below. Note that we only consider the word onsets as decision boundaries, i.e.,
we do not compute errors neither on space (character @) onsets/offsets nor word offsets.

The Mean Absolute Alignment Error (MAAE) is the most used metric in alignment
evaluations. It reports the average value of all Absolute Alignment Errors (AAE), that
measure the absolute difference between the predicted and true times of each word onset.

The Quantile N (QN%) metric reports, for a fixed N € [0,100], the Nth quantile of
Absolute Alignment Error (AAE) over all word onsets, indicating that N% of the AAE are
below the value QN%. In opposition to the MAAE, this metric is insensitive to outliers. In
our evaluations, we will compute the N = 50 (median AAE), N =95, and N = 99 quantiles.

The Percentage of Correct Onsets (PCO) metric measures the percentage of onsets that
can be considered correctly aligned. A threshold of 300 ms is commonly admitted and
chosen by the community for the misaligned /well-aligned binary decision [44,64], which
we choose as well.

4.4. Baseline Results

We first evaluated the performances of our speech and singing voice alignment models.
The Absolute Alignment Error (AAE) obtained on each words of the reference corpus has
been computed, and the distribution is shown in Figure 12.
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Figure 12. Absolute alignment error distribution. (a) Speech (Chapter 10); (b) Singing (Playlist 50).

In Figure 12a, the AAE distribution for speech is shown. The mean of AAE (MAAE) is
of 46ms, close to the median (51ms). Even the most severe outliers (quantiles 95% and 99%)
remain below 150 ms. The Percentage of Correct Onsets (PCO) is 100%, as there is not a
single AAE value greater than 300 ms.

The AAE distribution for the singing voice is shown in Figure 12b. The mean of the
AAE (MAAE) is 120 ms and is therefore three times higher than for speech. This is clearly
due to the more challenging context (i.e., singing word recognition, longer pauses, and
musical accompaniment) that leads to extreme outliers, with some AAE even greater than
1.2's, which naturally impact the mean value. However, the median (around 40 ms) remains
in the same order of magnitude as the one reported for speech. The Percentage of Correct
Onsets (PCO) is 95%.
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The MAAE obtained for the speech and singing voice will serve as a comparison
baseline in the following experiments.

4.5. Effect of Audio Duration and Number of Words on Performances

In this section, we investigate the effect of the longer audio—text pair on the baseline
alignment accuracy. This is where we explicitly tackle the task of very long audio-to-text
alignment at the word level.

For speech, we added the three chapters before and/or after the reference Chapter
10 to produce longer data. We thus performed the alignment between the audio and the
corresponding text for Chapters 7-10, Chapters 10-13, and Chapters 7-13. For the singing
voice, we added 50 songs before and/or after the Playlist 50. We thus performed the
alignment between the audio and the corresponding lyrics for up to 150 songs.

We computed the alignment on a single Intel(R) Xeon(R) Gold 5118 CPU @ 2.30GHz
on a server with 131.6 GB RAM. We rely on the linear memory-forced alignment that we
presented in Section 3.4 to deal with long audio-text context. We systematically report the
number of pivots that we use.

We computed the AAE for Chapter 10 and Playlist 50 for each case, taking the offsets
incurred by the other chapters/songs. The results are shown in Tables 1 and 2.

Table 1. Absolute alignment error on Chapter 10 for alignments of several chapters.

Chapter 10 AAE
Chapters (Ill)hl:l;?rtrl\(:)sr;) # Words # Pivots MAAE [ms] Q50% [ms] Q95% [ms] Q99% [ms] PCO [%]
10 (baseline) 00:20:26 2672 0 51 46 118 145 100
7-10 01:23:25 11,322 4 52 46 117 147 100
10-13 01:17:36 10,762 4 51 46 117 147 100
7-13 02:20:35 19,411 6 52 46 118 147 100
Table 2. Absolute alignment error on Playlist 50 (P50) for alignments with 50 to 100 extra songs.
Playlist 50 AAE
Tracks (1]1)111:111;?:111(:)52) # Words # Pivots MAAE [ms] Q50% [ms] Q95% [ms] Q99% [ms] PCO [%]
P50 (baseline) 02:51:43 18,904 8 120 40 300 1221 94.9
50 + P50 05:34:32 34,990 12 121 40 302 1223 94.9
P50 + 50 05:29:53 34,261 12 121 40 302 1222 94.8
50 + P50 + 50 08:12:42 51,157 16 122 42 302 1223 94.7

These results demonstrate that the alignment error remains remarkably stable, both
for speech and the singing voice, even when preceded and/or followed by several extra
hours of audio and the corresponding transcripts. This indicates that the system is able to
precisely align several hours of audio with the corresponding text and with the same level
of accuracy.

The encoding module is insensitive to increasing audio duration thanks to its fully
convolutional architecture. The forced-alignment module is also insensitive to increasing
audio duration and corresponding transcript length thanks to the use of pivots.

4.6. Effect of Text Transcription Errors on Performances

In practice, audio transcriptions typically contain errors. For instance, words can
contain typos, i.e., one or several characters might have been added, removed, or altered,
or entire words could be added or removed. In this section,, we investigate the effect of
transcription errors on the alignment accuracy obtained for Chapter 10 and Playlist 50.
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4.6.1. Effect of Replaced Characters

We replace p% of the characters uniformly at random in the text of Chapter 10 and
Playlist 50, leaving the space characters untouched so the number of words remains the
same. The new characters are sampled uniformly at random in the [a-z] letters. We perform
the alignment of the altered text again with the original audio posteriorgram (which is not
impacted by transcript alterations).

The alignment error for speech is shown on Figure 13a. It remains remarkably stable
around the baseline up to 50% of replaced characters. The error even remains under the
200 ms error for up to 80% of substitutions, but dramatically rises after that. The system
is thus able to compensate for transcription errors, as long as it obtains enough correct
anchorage characters.

The alignment error for the singing voice is shown on Figure 13b. It increases much
faster than for speech, even for a small percentage of replaced characters: due to the
presence of musical accompaniment, the posteriorgram exhibits less clear-cut character
probabilities, which causes the correct anchor characters to be more easily confused with
wrong characters and the optimal alignment path to diverge faster.
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Figure 13. Mean absolute alignment Error for different percentages of replaced characters. (a) Speech
(Chapter 10); (b) Singing (Playlist 50).

4.6.2. Effect of Added/Removed Characters

We remove or add p% of the characters uniformly at random in the text of Chapter 10
and Playlist 50, leaving the space characters untouched, so the number of words remains
the same. When p decreases towards —100%, it becomes likely that several characters will
be removed on each word; thus, we make sure that each word retains at least one character.
We perform the alignment of the altered text again with the audio posteriorgram.

Figure 14a shows that the alignment error on speech remains remarkably stable around
the baseline, and for up to 50% of the added/removed characters. The error increases
steadily when adding extra characters, as expected. More surprisingly, the error decreases
slightly, as compared to the baseline when removing 0-50% of the characters. One inter-
pretation is that removing some characters could be beneficial for the CTC decoding if the
model fails to recognize them properly. When more than 50% of the characters are removed,
the error increases again. Interestingly, the MAAE always remains under 200 ms, even after
each word contains only one single character. This indicates that the space character is a
very powerful anchor, and plays a crucial role in aligning the text with the posteriorgram.

Figure 14b shows that the singing aligner is much more sensitive to these kind of
character alterations. Similarly to the character replacement in the previous experiment, we
observe that the singing voice is much more sensitive than speech to the altered transcrip-
tions. As in the previous, this can be explained by the fact that anchor characters are more
ambiguous than for plain speech, which causes the optimal path to diverge more easily.
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Figure 14. Mean absolute alignment error for different percentages of removed /added characters.
(a) Speech (Chapter 10); (b) Singing (Playlist 50).

4.6.3. Effect of Added/Removed Words

Finally, we remove or add p% of the words uniformly at random in the text of Chap-
ter 10 and Playlist 50. For each added word, we first sample a length ! following a normal
distribution centered around a mean length of six characters, and then generate a word of
I sampled uniformly at random in the [a—z] letters. As removed or added words are not
present in our manually aligned reference, we compute the AE only for the original words
of Chapter 10 and Playlist 50, respectively.

Figure 15a shows the speech MAAE for different values of p. It shows that the align-
ment error remains under the 200 ms error even if half of the words are missing or added.
This indicates that the alignment is very robust to noise, as long as more than half of the
true words remain untouched. Beyond that point, there are not enough words to keep the
alignment stable, and the error increases dramatically.

Similarly to the previous experiments, Figure 15b shows that the singing voice align-
ment is much more sensitive to a full word addition or deletion. As in the previous, this
can be interpreted by the fact that the posteriorgram does not exhibit sufficiently salient
probabilities for correct characters in order to provide steady anchorage compensating for
transcription errors.
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Figure 15. Mean absolute alignment error for different percentages of removed/added words.
(a) Speech (Chapter 10); (b) Singing (Playlist 50).
4.7. Different Languages

Our models were trained for English only (both on Librispeech and DALI). In this
section, we investigate the performances of these models applied to other languages.
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4.7.1. Speech

We selected from the Librivox corpus several audiobooks in other languages than
English, listed in Table 3. For each language, the text corresponding to approximately 1 min
of audio was manually aligned by native speakers. We publicly released the audio and the
manually aligned transcript for each language (https:/ /ircam-anasynth.github.io/papers/
2023 /a-linear-memory-ctc-based-algorithm-for-text-to-voice-alignment-of-very-long-au
dio-recordings (accessed on 31 January 2023)).

For Latin alphabet languages, diacritic characters are converted to plain characters
with the python unidecode package (https://pypi.org/project/Unidecode (accessed on
31 January 2023)). For non-Latin alphabet languages, the text was first transliterated before
the synchronisation: for Chinese, we used the python pinyin package (https://pypi.org
/project/pinyin (accessed on 31 January 2023)), for Greek, we used the python polyglot
package (https://github.com/aboSamoor/polyglot (accessed on 31 January 2023)), and for
Arabic, we used a human manual transliteration. We used our system to align the text to
the audio, and summarized the results in Table 3.

Table 3. Comparing the alignment performances of our CTC-based aligner (trained in English) on
speech in different languages. * The text in these languages has been transliterated to Latin alphabet
before alignment.

Language @ MAAE [ms] Q50% [ms] Q95% [ms] Q99% [ms] PCO [%]

Arabic * 42 29 116 236 100
Chinese * 30 27 75 112 100
Czech 27 7 78 109 100
Dutch 79 82 124 158 100
French 49 45 97 115 100
German 25 24 54 95 100
Greek * 37 36 85 92 100
Italian 80 79 129 165 100
Spanish 77 80 137 206 100

It appears that although the system was trained in English audio and transcripts only,
it performs very well for other languages as well, including for languages that have a very
distinct pronunciation, as compared to English. We interpret these results by the fact that
the system encounters enough anchor characters (typically spaces, vowels, and consonants
that are common to English) to align the full words correctly, even though it might not be
able to recognize some particular phonemes perfectly. The variations in the MAAE between
languages is in fact mainly related to the clear or unclear articulation of the words, as can
be heard on the videos available on our companion website.

4.7.2. Singing Voice

We evaluate the singing alignment on the five most prominent languages in DALI,
which are English, French, German, Italian, and Spanish. We used a five-fold evaluation
strategy on 50 songs (the same as for our baseline Playlist 50). However, we measure the
alignment error on each song, not their concatenation as for Playlist 50, and report the
average metrics on Table 4. The DALI track IDs for these additional languages are also
available on our companion website.
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Table 4. Comparing the alignment performances of our CTC-based aligner (trained in English) on
singing voice in different languages.

Language MAAE [ms] Q50% [ms] Q95% [ms] Q99% [ms] PCO [%]

English 116 37 260 1501 95.7
French 2013 68 7759 44,767 78.6
German 1502 49 5807 35,435 84.1
Italian 1596 60 6628 35,557 79.9
Spanish 1571 47 6281 39,648 84.1

For English, we obtain similar results to that obtained for Playlist 50. As each song
here is evaluated individually and as it is simpler to perform a short than long alignment,
we even obtain slightly better performances. However, performances clearly degrade in
other languages. In fact, there exist extremely severe outliers (Q95% and Q99% metrics) that
naturally degrade the MAAE. When analyzing some of them, we observe cases in which the
first word of the next paragraph is predicted at the beginning of a long instrumental bridge,
or a word is emitted because of background vocals that are not part of the original transcript.

An interesting conclusion, though, is that the median error remains under 100 ms for
all languages. Since it will always be hard to account for the huge diversity existing for the
singing voice in song recordings, the median value is certainly a better metric than MAAE
to assess alignment performances in the singing voice, especially with background music.

4.8. Performance Benchmark

Alignment performance evaluations available in the literature are usually conducted
on relatively short audio durations, and, to the best of our knowledge, there is no common
evaluation set for long audio alignment. However, we provide in this subsection some
performance benchmarks.

4.8.1. Comparison with Other ASR Systems

We re-implemented the well-known ASR system Wav2Letter [33,65], and compared its
performance with our baseline model. We evaluated the speech recognition performances
on the dev-clean set of the Librispeech by means of the Character Error Rate (CER) and
Word Error Rate (WER), and the alignment performances in Chapter 10, as described in
Section 4.4, and as reported in Table 5.

The results for speech recognition are much better for Wav2Letter, which was expected,
as it was specially designed for this task and has three times more parameters than our
model. Surprisingly, however, the Wav2Letter alignment performances are not as good as
those of our model. This indicates that plain- and forced- CTC decoding provides different
optimal paths for each task at hand.

Table 5. Performance comparison of our model vs. Wav2Letter.

Librispeech Dev-Clean Chapter 10
Model # Params CER [%] WER [%] MAAE [ms] Q50% [ms]
Wav2Letter 106.5M 3.6 10.6 66 61

Ours 37.8M 8.5 26.9 51 46
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4.8.2. Comparison with Other Alignment Systems

The classical datasets used in the MIREX contest (https://www.music-ir.org/mir
ex/wiki/2020:Automatic_Lyrics-to-Audio_Alignment_Results (accessed on 31 January
2023)), i.e., Jamendo and Hansen’s datasets, only include up to 20 songs of a few minutes.
Although our system was designed to address the very long audio alignment use case, we
compared our system with the current state-of-the-art systems for the sake of completeness,
as reported in Table 6. For this experiment, our model was trained on the entire DALI
dataset, with each epoch processing the whole database. The rest of the above-mentioned
training procedure remains identical.

Table 6. Lyrics” alignment MAAE (ms) on the Hansen (a cappella variant) and Jamendo datasets and
comparison to the latest alignment systems (MIREX 2020). ¥ We indicate best performing version
on each dataset, as reported on MIREX 2020 results (https://www.music-ir.org/mirex/wiki/2020:
Automatic_Lyrics-to-Audio_Alignment_Results (accessed on 31 January 2023)).

Hansen (a Cappella) Jamendo
System MAAE [ms] Q50% [ms] MAAE [ms] Q50% [ms]
Gao et al. [66] 87 32 217 46
Zhang et al. [67] ¥ 110 32 610 60
Demirel et al. [68] 930 946 500 85
Ours 117 44 310 46

Comparing first the results of the Jamendo dataset, we find that our system is second
in MAAE, with a Q50% value equal to the best SOTA result. For the a cappella variant
of the Hansen dataset, our system achieves results close to the second-best SOTA system.
Note that all SOTA systems involve acoustic and language models, while our system relies
on a simpler end-to-end architecture.

5. Conclusions

Popular applications such as automatic closed-captioning or karaoke generally come
to mind when mentioning text-to-voice synchronization. However, it also plays an increas-
ingly important role in the academic field by generating an automatically large corpora
of paired voice and text for downstream tasks, such as voice synthesis or speaker iden-
tity change.

Text-to-voice synchronization algorithms typically consist of two steps: an encoding
step, where a time series of symbols is inferred from the audio, and a forced-alignment step,
where these symbol timestamps are assigned to the ground-truth text. We presented in this
work a novel algorithm, where the encoding module is implemented as a fully CTC-based
convolutional network, and where the forced-alignment module is implemented as a CTC
decoder with linear memory complexity.

We demonstrated that this approach is able to align the text to several hours of audio
with a mean alignment error of 50 ms for speech, and 120 ms for the singing voice. We
also demonstrated that the system is robust for increasing audio durations, as well as
severe ground-truth text alterations, such as character and word insertions or deletions.
We interpreted these performances by the fact that the system only requires a minimal
amount of correct characters that serve as anchors to align the entire text correctly. This
also explains that the system, albeit trained solely in English text, obtains a similar accuracy
with other languages for speech and, to a lesser extent, with the singing voice.

In the future, we plan to speed up the algorithm by adapting the forced-alignment
step for GPU parallelization. We also plan to generate and publicly release a large corpora
of synchronized text and voice for future research.
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